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1.0 INTRODUCTION

Numerical models now provide much of the founcdation

for the synoptic scale predictions from which the United States

Navy derives a large group of environmental products. Due to
the complexity of the techniques and methodology of these nodels
and the .atmosphere they attempt to simulate, it has become
increasingly difficult to objectively determine the relative
value of a model's simulation, Operational priorities &nd the
.stochastic nature of the atmcsphere can dictate that any im-
??rovement in a model performance be only partially dependent
upon the.phy51ca1 nature of the system, This fact makes the
merovement ‘of verification statistics a basic criterion for

model 1mproVement which can provide 1nsmcht into the accuracy
of forecast pqlameters.i Knowledge of any forecast errors or
blases will also provide several additional benefits such zs:
methods of comparison of one mcdel against anocther; discovery
of logic or code errors in existing models plus validity of
simplifying assumptions in models.

| Znother probled'is the fact that errors which oc-
cur in a forecast system, or any type of system for that
matter, can be systematic (ie. forced) or random. We define
a systematic error as an error which can be detected and ex-

amined in relation to possible sources as oppecsed to randem

errors which cannot be determined in relation to possible

sources.

The purpose of this report is to cocunent a system
which can be used to examine systematic errcrs in nurerical

model forecasts.

1.1 Objectives
The objectives of this =tudy are the following:

i) To describe a software flow which describes the

procedures that could be used to identify

systermatic errors ir a nurmerical ricdel;

1 4
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ii) Examine and describe various technigues which
could be used to identify systematic errors
in a numerical model;
iii) Describe what model parameters should be used
to help identify errors in the model forecasts;
iv) Estimate a cost, in terms of impacts and resource
usage of a software system which identifies

systematic errors ina numerical model forecast.

Section two contains a step by step plan which
outlines the procedures, within the verifying system. Section
three contains descriptions of various techniques which can be
used within the verifying system. Section four describes the
variables which the system can used in order to examine the
numerical product. Section five outlines the cost of the
verifying plan. The last section contains recommendations
for further study and implementation of a verifying system.

Appendix A contains brief descriptions of a
number of numerical models currently in use at a number of large
weather facilities and used in this report to illustrate the
application of various techniques described within the text.
Models used for illustrative purposes are used at the following
meteorclogical facilities:

i) National Center for Atmospheric Research (NCAR)

ii) Geophysical Fluid Dynamics Laboratory (GFDL)
iii) National Meteorological Center (NMC)

iv) Goddard Institute for Space Studies (GISS)

v) University of California at Los Angeles (UCLA)
vi) Canadian Meteorological Center (CMC)

A large number of verification studies have been
applied to these models and are documented in the meteorological
literature. Examinations of these types of studies and how they
have utilized various methods which are capable of identifying

systematic errors in numerical forecasts can provide insight
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Where deemed necessary

into the merit of various techniques.
examples of technigues, used in these studies, are presented
within this report in order to provide more insight into the

use of the specific technique.
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2.0 A MODEL EVALUATION SYSTEM

It is important before any verification system is
designed that specific guidelines be set up as to the purpose
of any component of that system (eg. statistical technique
or model parameter). Because there are many types of
statistical techniques which can be applied to many data
sets or combination of data sets, a2 strict set of guidelines
will prevent any over/under analysis of a specific parareter
or the inclusion of many techniques which do not perform
the required or anticipated analysis. For example, Tracton
and Stackpole (197€) have described the guidelines of the
National Meteorological Center's (NMC) verification program as
follows:

i) To identify and diaynose critical problems

in the operaticnal analysis and forecast
systems;

ii) Provide overall objective measures of the
aksolute and relative skill of analysis and
forecast systems;

iii) Document the performance characteristics of
analysis and forecast systems,
These guidelines are quite general and should apply to any
verification system at a large environmental center.

Two additional guidelines of a verifying system
designed for use at Fleet Numerical Cceanography Center (FNOC)
are that the system concentrate on the synoptic scale features
of the numerical products and that the system be user oriented,
The constraint of concentrating on synoptic scale features is

streight forward and does rot reguire any further conment here.

Regarding the latter constraint of being user
oriented we can divide the FNOC product users into the
following groups:

i) Users who are primarily interested in a

particular geoarasphical region;




ii) Users who are mainly interested in a glcka
(hemispheric) situation;
iii) Users primarily involved in aviation;
iv) Users who are primarily ocean going;
v) Users who are constrained to a rigid
operational time schedule;
vi) Users not restricted to a rigid tire schedule.
Therefore the ideal system would be cne which could
supply to each user group listed above the information
required most by each respective group. Cf course it rmay
be impossible to supply this information to each group for
each time, however in order to maintain a maxirum of utility
and scphistication we suggest that a verification system have
as a minimum the follcowinc characteristics:
i) Timelinecss;
ii) Lerds itself to ricovougs interpretaticn;
iii) Can identify critical problem arees;
iv) Can document specific perforrance
characteristics;
v) Can dignose the product in terms of the
physical, dynamical and computational aspects;
vi) Can be spectral;
vii) Okjective;
viii) Statistical;
ix) Pleusible;
Xx) Regiornal as well as global.

The incorpo~ation of these attitudes would precvide

a ccrprehensive evaluation system which wculd be user corierted.

2.1 The general verification system

A two staged verification system is best suited
to incorporate the ten characteristics menticned above, plus
provide the versatility to mcet the needs of the wide variety

of FNOC users. Figure 2.1 provides a scheratic outline of a
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two staged verification system.

As the figure shows, this type of system is designed

to meet the following generalized objectives;

i) Perform a basic analysis, providing an output
which is in a form which can be easily
interpreted and diagnosed in terms of error
locations and magnitudes;

ii) Capability of providing a more sophisticated
analysis if deemed necessary. This analysis
will allow an assessment of model strengths and
weaknesses in areas pointed out by the basic

analysis, to be in error.

2.2 Basic Analysis

The basic analysis would provide a relatively
quick look at the model performance. This would be accomplished
through the use of simple statistical techniques, or mcasures
and graphical interpretations.

The most important component of the basic analysis
is the specification that the analysis provide a timely and
concise output which is easily interpreted and can accommodate
users who are under an operational time constraint. This
would highlight interesting features or recurring errors which
could then be examined in more detail if deemed necessary.

A schematic diagram of the flow of the basic
analysis is presented in figqure 2.2. Obtaining the appropriate
data can be accomplished through the use of the standard FNOC
software components. Details of this process are described
in section 2.3. Timely, concise and easily interprcted output
will be distributed to users for the purpose of improving
their forecasts and environmental products. Subjective
interpretation will then be performed by users who have an
interest in certain parameters or a specific geographical reaion.
FNOC will be responsible for interpretation of the entire

analysis. Respective users shall interact with FNOC in terms

of feedback on any problem areas or unusual results. FXNOC
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will also determine if any problem areas are present, in terms
of recurring error patterns or other features. FNOC will then

decide if a detailed analysis is needed to further examine cer-

tain features or parameters. This may involve specifying that

S

the data be saved for a future analysis.

It is evident from the above discussion that the
; timeliness of this process, necessary for an improvement in
the environmental products, is dependent upon the interpre-
| tation of the basic analysis result. This stresses the im-
portance of a concise and straight forward output package in-
; cluding plotted and printed results.
Initially, the determination of problem areas or
recurring error patterns necessary for a decision to apply a

detailed analysis may be better left up to the central organ- '

ization (FNOC). However as other users receive analysis re- ?
sults and direct their feedback to FNOC the evaluation process
may involve more users. This is necessary because certain users

may be more experienced in the meteorological conditions in

their specific geographic area and should be able to supply
FNOC with a good interpretation of the verification statistics.
In summary the basic analysis would involve the
following procedure:
i) Obtain forecast and verification data;

ii) Perform specified statistical evaluations
and manipulations;

iii) Process timely and concise output to respective
users;

iv) Enable interpretation by respective users on
their respective areas and an overall inter-
pretation by FNOC;

v) Enable a decision as to saving data and/or
running a more detailed analysis, based on

FNOC evaluation or feedback from users.

10




2.3 Detailed Analysis

The detailed analysis will provide an evaluation of a

model's higher order terms which can be derived from the more

H basic variables. This analysis would provide greater insight
into the model's performance than offered in the basic analysis
and would be of more use to, perhaps, a model research and
development group.

The detailed analysis will be implemented after
the basic analysis is completed. The time lag between the two

analyses would depend upon a number of parameters such as data

availability and severity of the error. For instance, if a

| persistant problem has been detected in the basic analysis,

but it is not interpreted as severe, the detailed analysis per- t
formed on a specific data set could be run at some future time.

However, a ceiling should be placed on the time between the basic

—

analysis and when the detailed analysis is performed. This
prevents the excess build up of unused data. Of course, if a
severe error is detected the detailed analysis could be run
as soon as possible.

A schematic diacram of the flow of the detailed
analysis is shown in figure 2.3. 1Input to this analysis can
be organized identically as the input to the basic analysis
(see section 2.4). Of course the actual analysis will be gquite
different. The other major difference between the two ana-

lyses will be in the orcganization of the output. The output

of the detailed analysis needs to be as clear and concise as

the output for the basic analysis. The deteziled output should
be organized in a manner that will highlight the specific

feature under examination in the particular technique. The
output of the detailed analysis should be arranged in a manner
that will provide easy interpretation of results upon inspection.
Results, output in this form, may be "recycled" into the basic
analysis which can organize analysis results in a simply or-

ganized format which allows for straight forward interpretation.




It is expected that the detailed analysis results will be
examined only by those users who have a more thorough know-
ledge of the numerical model and meteorological conditions.

In summary the detailed analysis would involve
the following procedures;

i) Input data specified from the basic analysis;

ii) Evaluation of specific techniques;

iii) Interpretation of the output by the central
user and possibly other users or development
group;

iv) Recormendations or changes which may lead to
model improvement and are based on the detailed
analysis results.

We have now described the software flow of the

two staged verification system. No attempt has been made to
describe technigues or measure what would be included within the
flow of the system. This will be discussed in section 3. How-
ever, it should be noted here, that the inclusion or deletion of
techniques to and from the analysis should be flexible.

The flow of the verification analysis will becin
with a basic cxamination of the numerical model forecast
employing the use of proven statistical measures. This shall
be examined by personnel who have a detailed knowledge of
certain meteorological conditions and the meteorology of specific
geographical areas. There will also be an examination by
personnel who are familiar with the workings of the cperaticnal
model. These examinaticns may lead to the performance of a
more detailed analysis which will be examined by personnel who
are familiar with the details of the numerical mocdel and
meteorological conditions. This will lead to improvements in

the numerical model and environmental products.

2.4 Software details
We can make the following guidelines for the

computer software which would perform as described above.

-
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The software can be divided into three sections:

i) Input processing;
ii) Analysis;

iii) Output processing

2.4.1 Input processing

It would be desirable to provide the personnel in
charge, with control over the operation of the verification
system. This is accomplished by specifying that directives,
such as what data is to be used or what methods of analysis
should be employed, can be used to control the running of
the verification system. This is necessary in order to avoid
processing too much data or unnecessary measures or plots. This
will keep the wasting of resources at a minimum.

The input module would basically be the same for
both the detailed and basic analyses. This section would access
the FNOC input/output software component used for environmental
data. The actual data fields required could be variable,
depending upon past results or which analysis mode is currently
operating (e.g. basic or detailed). The program user should be
able to specify which data neceds to be obtained through input
data to the program.

The input processing for the verification analvsis
may be designed to sustain a data stack which would be main-
tained in the following manner. The input software would ob-
tain the current analysis field which would be used to verify
the appropriate 24,48 and 72 hour forecasts which would be
revolved into and out of the analysis. For instance, on 10
January the data stack would contain, say, heights of 1000 *'3
and 500 MB pressure surfaces for:

10 Januvary analysis - comparing to:

9 January 24 hr. forecast

8 January 48 hr. forecast

7 January 72 hr. forecast
On the next day, 11 January the data stack would contain

11 January analysis - comparing to:

10 January 24 hr. forecast
9 January 48 hr. forecast

8 Jenuary 72 hr. {orcca:st

15




It is therefore necessary that the forecast data fields bhe
saved for the amount of time necessary for their verification
(e.g. 72 hr. forecast would be saved for at least 72 hours).
The user would have the option of requesting forecast and/

or analysis fields to be saved for a longer period within the
verification data stack. This is necessary to allow the
analysis section to display time sequenced events such as
Hovmoller diagrams where a number of days of data are required.

An idealized flow of the input process is shown in figure 2.4.

2.4.2 Analysis
The analysis section would vary for the basic and

detailed analyses. This section shall evaluate the specific
techniques for each analysis respectively. The analysis section
could be constructed of a number of routines, each evaluating

a particular measure or technigue. The software should be
modular enough to allow deletion and/or additions of methods

as determined necessary by the organization performing the
verification analysis. Routines would also prepare data for
plotted output by arranging data into the proper format for

input into the various plotting software components,

A main constraint upon this section would be the
ability to regionalize all calculations by input data to the
program. For instance, the program user should be able to
explicitly determine the geographical domain for specific
calculations of the analysis technigues. This is a particularly
important point for the basic analysis.

The analysis section shall access an input file,
specified by the user responsible for the system operation
that will direct the analysis of the data by specifying
which techniques should be applied or deleted from the analysis.

2.4.3 Output Processing
The output section will involve two components;
printing and plotting of analysis rcsults and distribution of

results to specific organizations.

16
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The printed output for the basic analysis wruld
be taken from the analysis results as to portray a clcar and

concise picture of the model performance. The output chould

; be self contained including labels explaining all results

printed for a particular technique or model parameter.
: Plotted output for the basic analysis may consist of contourcd
difference fields or time/height plots of specifc paramcters.
! These figures need to be output in a easily interprected

manner. Much of the software needed to provide plots cxist
1 in the VARIMAP packaage.

The printed and plotted output for the dctailed

analysis need not be as concise as the basic analysis compononts.
i The output for the detailed analysis shall be arranged in a ranner
which will highlight the particular feature of the specified

technigque. For example, spectrally analyvzed data shall be

e A ——

output in a manner which will allow comparisons of the varicus

wave modes for specific model parareters.

A secparate output mndule shall arrance for the
distribution of the basic analvsis to other users over the
Naval Environmental Data Nclwork., This micht require a
specialized output format such as width of the output page
for example. Existing software packages, available at FNOC,
can be used to prepare printed and plotted output over the
NEDN system.

A final rceponsiblity of the output scection
would be to decide if is is necessary to retain the dsta Tields
used for the verification run. This can be cpecificd by
input directives from the procrem user. A limit to the .-lter
of forecasts that my be saved should be made. Data no
longer needed can he added to the clirmatology data hase at

FNOC or relecased 1f not normally retained.

Figqure 2.6 shows a acneralized flow chart for the
output processing.
All three sections doscribied will work to identify

systematic errors in a nunmcrical nodel forecast and can operate

within the FNOC softwarc specificaticns.
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This system must function within an operational
framework. This fact stresses the need for the interpretation
of the output to be easy and straightforward. Therefore the
output module must provide clear and concise output results
for even the more complicated detailed analysis results. This
is the single most important feature necessary for the success

of the verification system.
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3.0 TECHNIQUES APPLICABLE FOR MODEL VERIFICATION

In the previous section we divided a verification
scheme into a basic and detailed analysis. We can also divide W
: various techniques into the same type of categories. Basic
techniques which are primarily statistical and applicable in
the basic analysis of Section 2 and more detailed technigues,
1 which are not always statistical but provide diagnostic
' studies of model simulations can be grouped respectively.
Specific advantages, disadvantages and uses of the various

: techniques are discussed at the end of the section.

3.1 Basic Technigues

There are a number of basic techniques which are

applicable to model verification. Most of these are statistical.
We can group these techniques into the following categories:

i) General measures which are based upon widely

used statistical parameters (e.g. correlation);
ii) Graphical interpretations;
iii) Other general measures which are not always

based on statistical parameters (e.g. Sl score).

3.1.1 General Mezasures

A typical simple verification system might start
with a measure of the difference between a forecast, F;,

pararneter and an okserved pararmeter, 0; as
dj= Fj - 0j

This value is then used to define the mean square error (also

known as the performance) as

_ 1 2
MSE= & E d.,
i
Where N is the number of points in the field. Consequently we

y can determine a bias, that is a measure of whether the mocdel is

over or under forecasting;
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= 1
Bias= D = ;;‘Zii.

These are all basic measures which have been widely used at

various facilities (Daley, 1976; Bengtsson, 1976; Baumhefner,
1976).

3.1.1.1 Mean Square Error and Standard Deviation

A more exact formulation of the MSE is

) 2
>_“ (Fj - Oi)
2
= —d 5
MSE i ] M4 -
A

Where A = E 1 2 and Mj is the appropriate map factor.
My
The map factor needs to be applied when data is stored in a
latitude/longitude grid.

The root MSE (RMSE)
the MSE.

is defined by taking the sguare root of

This measure is the hasis for many verification
systems and studies. An illustration of this score is shown in
figure 3.1. This figure also demonstrates the utility of the
MSE measure in that it can be used for many types of models,

including spectral.

The standard deviation, o, is related to the MSE
and is defined as follows;

S“' =2 |12
(N) o (forecast field) = (Fi - Fi)
__ _—
N _ 270172
(N) o (analysis field) = > L (Oi - Oi)
N _.2] 172
(N) o (error field) = ‘> J((Fi—-Oi) - (Fi_oi))‘]
Where an overbar represents the long term mean. Tioure 3.2

illustrates the use of o in model verification.
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(From Daley, 1976.)
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Figure 3.2 Standard Deviations of height for two 5 day
model simulations, Forecast models arc
labeled.

(from Baumhefner and Dcwney, 1978)
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The importance of o in relation to the MSE is
often overlooked in verification studies and systems. Many
studies place much emphasis on the MSE values of hemispheric
fields without any statement of the inherent variability
within the system. Certain geographical areas are naturally
more variable than other areas (both .observationally and in
model simulations). These naturally more variable areas

influence the MSE value much more than less variable areas.
For example if a model simulation has correctly forecast a

cyclone in the Gulf of Alaska and incorrectly forecast two
cyclones, one off of the coast of Japan and another off the
east coast of the United States, the MSE value might yield a
value indicative of an accurcte forecast. This might occur
because the Gulf of Alaska region is naturally more variable
than the other areas. Therefore the variance of the individual
grid peints must be known before any significant degree of
emphasis is rlaced upon the MSE measure. This reguires a data
base to be built up, enabling the variance to be calculated.
Once the variance is calculated, the problem cculd be avoided
by normalizing the data (e.g. removing the mean and dividing
by the standard deviation). Another way to avoid the procblem
is to regionalize the calculation of the MSE value. Regionalizing
the measure reduces the dependence upon developing a large
data set yet still insures that the variance is relatively
uniform throughout the domain of the MSE calculation.

The MSE measure is commonly applied to the wind

vector as follows;

. 2 2
Vector Wind error = BUF - Ug)" + (Vp - Vo)-] = VWE

and Z (VWE) 2
MSVWE =T 1y

A

where U and V are the wind corpcrnents,
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The MSE and o values, as defined here, are very
easy and inexpensive to calculate. Usually these measures can
supply a good set of statistics usable in verifying model fore-
casts. However one should not over emphasize the importance
or interpretation of these measures unless the natural vari-
ability is examined as discussed above and/or the score is
regionalized.

Another disadvantage of these measures is that
they tend to conceal errors in motion and intenisty of syroptic
scale features.

Through the nature of the calculation of these
measures, the final value can be sensitive to any data smoothing
or filtering. It is necessary to know of any pre and post

processing as well as the numerical damping within the model.

Another disadvantage of the score as defined here
is that they are not spectral, However these scores can be
calculated for data fields broken down into the spectral
domain (Arpe et.al.,1976).

3.1.1.2 Correlation

The sample correlation coefficient is a generalized
measure of a relationship between pairs of variables from two
samples, We define the sample correlation coefficient between

pairs of fcorecast values, Fj, and observed values, 0O as:

NZFiOi - (ZFi)(ZOi)
) (NZFE - (Zri)z)”(nzoi - (ZJoi)z)lj

The sample correlation value is easy to corpute

r

and inexpensive in terms of operations within a computer. How-
ever it has a number of disadvantages. The r value is often
subject to interpretation errors due to attaching too much

significance to the correlation calculated from a small sanple.
The sample correlation coefficient is also influenced

by trends in the data, It is therefore recommended that the

K , H




calculation of r be done using departures from the normal
(i.e. climatology) (Brier and Allen, 1951).

It is also very difficult to justify any statement
concerning whether an actual relationship exists based on the
correlation value. Freund (1972) describes the random
variable, z, defined as

n -3 (1+r) (1-p ")
z = * 1n
2 (1-r) (1+p')
which has the standard normal distribution. This value can be

used to test the hypothesis that the actual correlation is
equal to p' versus the hypothesis that p does not equal ¢'.
For example the value, z, will be used to evaluate whether a
correlation value of .35, calculated for a particular sample,
is significantly different from 0. 1In this case, p' would be
0 in the eguation above. The difficulty in making objective
statements concerning the correlation value is the major

disadvantage to using this measure in model verification.

3.1.1.3 Brier Score

A final general measure of forecast accuracy is
the Brier score (Brier, 1950). If we have n occasions
of an event which can occur in any one of r possihle classes,
vwe define the probability of the occurence during the ith

occasion and the jth class as fij such that

r
E fij =1 , 1 =1,2,...,n
j=1

The Brier score is defined as

la ]
o) :lb-a
NS
s

2
(fij - Eij)

()
Il
4
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where Eij is 1 if the event occurred in class j and 0 if not.
This score can be applied tc a number of forccast
events. Howeve:r this value is intended for use in mcasuring
probability forecasts. Therefore this measure is not widely
! used for model verification. It is a useful measure for veri-

fying probability forecasts which are based upon the model

; prognosis. This is an indirect verification of the model
‘ atcuracy.
3.1.2 Graphical Methods

We define graphical methods of model verification
as the representation of actual model parameters or stctistical
measures in various graphical configuratiors designed for

highlighting certain features of the data.

3.1.2.1 Difference Fields

The graphical display of differences between a

forecast and observed fields is a useful way of viewing errors
: in a model simulation (Baumhefner and Downey, 1978). An
example of a difference field is shown in figure 3.3.

It is obvious that the difference field is easily
computed and is helpful in displaying discrepencies in the
L intensity and position of synoptic scale features. A series
‘ of difference maps spanning various forecast intervals is
helpful in determining errors in the movement of synoptic

scale features.

The difference map provides a guick look at a
model's performance. Hovever it's necessary to point out a
number of features before too much emphasis is place upon the
difference field. As discussed in reference to the MSE it
is necessary to have an indication of the variance of the

individual points. This is necessary to evaluate if the

difference between forecast and observation. is actually different

than the natural variation in the fields. A two tailed "t"
test can be used to a@assccs the sianificance of the difference

fields. This is defined as:
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Fi - Ol
t = 1 1
S(— + - )
n; n,
where 2 {(n -1) S 2 + (N~ - 1) 82
s = 1 1 =~ 2

ny + np - 2

and n,, n, are the number of data fields per group and Sf ’

s, are the sample variances for each group respectively. How-
ever it is necessary to have a data base or climatology of

model forecasts and verifying analyses established. It is

also necessary to combine cases which represent similar synoptic
situations. For example the difference between forecast and
observed Cape atteras Lows could be examined by combining a
nurber of cases over a given period of time. This will a2llow
for specific objective staterents to be made concerning which
areas are significantly different between forecast and

verifying analysis.

3.1.2.2 Longitude-time plots (Fovroller diagrans)

The Hovmcller diagram is a useful graphical
technique for viewing the time evolution of the forecast fielcs.
An illustration of this is shown in figure 3.4. Usually a
specific latitude band is chosen to represent the time
éevelopment of long and shorter scale features.

The Hovmoller diagram is particularly useful
for displaying errors in the phase speed of synoptic scale
features.

A further application of the Hovmoller diagram
is to use the diagram in connection with spectrally de-

composed data (figure 3.5). This is very useful for distin-
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Figure

500 mb GEOPOTENTIAL

(FORECAST — OBSERVED)
11 JAN 73 00Z T2 HR FORECAST

3.3

Difference fields of geopotential at 500MB for
the observed change and three forecast (labeled)
error fields for the 72 hour period beginning
at 11 Jan.73 007, Solid lines indicate a

positive value, necative values are denoted.

by a dached line (from T~unhefner), 1976).
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guishing the time development of planetary and shorter scale
waves. However this can be lengthy and costly in terms of compu-
ting time. For this reason the Hovmoller diagram may not be

- —— s o

considered a basic technique when used in connection with
spectrally analyzed data. However in many cases the data is
automatically analyzed spectrally at large forecast centers.

3.1.2.3 Zonal averages and Meridional cross sections

Many types of model parameters and data can be
expressed in terms of zonal averages and displayed graphically,
representing the latitudinal distribution of the parameter. l
This is illustrated in figure 3,6, The latitudinal distribution \
can also be displayed using a meridional cross section (figure
3.7). These graphical displays are quite helpful in viewing

a latitudinal distribution of forecast errors. For instance

T, A e

an error in position and intensity of the jet stream

seen in figure 3.7.

A similar graphical display is a time/height graph
of model parameters or statistical measures. The time/height
evelution of the RMSE for temperature over a two week simulation

conducted by Miyakoda et.al (1972) using a hemispheric model

PR sr——

at the Geophysical Fluid Dynamics Laboratory (GFDL) is shown
in figure 3.8,

These types of graphical displays are quite useful
for evaluating a model's performance. These figures are also
easily constructed. In many cases the actual model results can

be used with no further analysis necessary.

3.1.3 Other Specific Measures

There are a number of measures, some of which are
statistical, which have been applied to specific meteorological
parameters or forecasts. Measures described in this section
are primarily used for precipitation verification, pressure
verification or other forecasts based upon model output (e.g.

cloudiness).
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500mb GEOPOTENTIAL~QON

Figure 3.4 Hovmoller diagram of forecast and observed 500 MB
geopotential at 40 N for 11 Jan. 1973. Time
(in days) is the left ordinate. Longitude is on
the bottom, Forecast models are labeled. Shaded
values are below 5460 m with a contour interval

of 60 m, (from Raumhefner and Downey, 1978)
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Figure 3.6
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3.1.3.1 S1 Score

The S1 score is used as a measure of skill in

pressure forecasts. The score is defined as

ZIEG|
2.1%|

S1 = 100 *

Where Eg is the error in the forecast pressure difference be-
tween selected points at different locations and Og is the
observed or forecast pressure differences, whichever is larger.
An illustration of the Sl score is presented in
figure 3.9. This score is easily computed but has the same
disadvantage as discussed in connection with the MSE in that
it is sensitive to data smoothing and hides errors in motion

and intensity.

3.1.3.2 Threat Score

The threat score is used to measure the relative
frequency of correctly forecasting an event in an area in which

the event was a threat. A more formal definition is,

Threat Score = Area Correct

Area forecast + area observed +

area correct

This score is illustrated in figure 3.10,

The threat score is used mainly in verifying
precipitation forecasts and is applied to a specific region
where the probability of an event occurring is large. A pos-
sible application of this measure is for use in verifying fore-
cast events when the forecast is made by a meteorologist who
uses the numerical prognosis for a guide. This would be an

indirect verification of the model forecast.

This is an easy measure to compute,
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Central Canadian Region.

(From Daley, 1976.)

39




Figure 3.10
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Threat Score calculates averaged for all
North American stations for forecasts made
with the Canadian Meteorological Center's
standard fine mesh baroclinic models.

(From Daley, 1976)
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3.1.3.3 Prefigurance, Post Agreement and Heidke Skill Score
Prefigurance and Post Agreement are defined in
terms of contingency tables:

Forecast Class

Fi F
Observed C3 On 012 R} = 031 + 0y,
Class
C2 023 022 Rz = 021 + Oy
Ly Ly N = TOTAL

Prefigurance is defined as the extent to which fore-
casts give an advanced warning of an event, given as

0ij/Ry .

Post agreement is defined as the "percent right”
given as

Oij/Li

Thése measures are also commonly applied to
preceipitation events.

The Heidke skill score is easily computed from
the contingency table as

Where N is the total in all cells, F represents the sum of cases
in the correct forecast cells and E is the sum of cases in the
incorrect forecast cells. This measure will vary between 0 and
l, with 1 being a perfect forecast.
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As discussed in relation to the threat score,
these measures are easily computed and interpreted but their
utility is limited.

3.1.4 Summary of Basic Techniques

As discussed above, there are a number of basic
techniques applicable to model verification. We can summarize
by stating that all of the techniques discussed are easily
computed, inexpensive to compute and can quickly provide a
good comparision of a model forecast and verifying analysis.
However many times too much emphasis is placed on the sigrifi-
cance of results without insuring that the methods or inter-
pretations have a sound statistical basis. In order to insure
this, it is necessary to have a data base established, enabling
a large number of samples to be used.

Therefore there is a trade off between the
simplicity of the techniques and the validity of the results.
These basic techniques can provide a very thorough and
comprehensive evaluation when applied correctly.

3.2 Detailed Technigues

Detailed techniques of model verification are not
always statistical but usually provide more insight into the
physics of certain systematic errors occurring within numerical
forecasts. Ve can discuss these detailed techniques in terms
of analysis techniques (e.g. spectral analysis) which re-
analyze a basic data field enabling a detailed examination of
the model when even the basic techniques described akove are
used. We can also discuss other more detailed techniques or
studies (e.g. pattern recognition) which can be applied to
a basic data set or re~analyzed data set.

3.2.1 Spectral Analysis

Spectral cCecomposition separates the components
of the space time variance of a function of latitude and time
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Figure 3.12
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Wavenumber

Figure 3.13 Amplitudes of geopotential height waves
between 40 N and 60 N at 500 MB, Same
models and simulation as in figure 3.11,
(from Arpe et.,al. 1976)
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into a full wavenumber frequency expansion (Lorenz, 1967).

Spectral analysis can be applied to a data field, thereby
allowing techniques described under the basic analysis to be
evaluated using spectrally transformed data.

After the data is analyzed in this manner most of
the methods described as basic techniques can be used to ob-
tain a set of statistics which discriminate in the wavenumber
domain. Figure 3.11 - 3,13 illustrate the use of RMSE, correlation
and a graphical display of wave amplitudes presented by Arpe
et.al. (1976) in their analysis of several numerical models.
These analyses enable the basic technigues to reveal the skill
associated with the quasi stationary longwaves (K = 1=3),
rapidly moving baroclinic waves (K=4-9) and shorter waves
(K=10-20). Figure 3.6 illustrated the utility of the
Hovmoller diagram when applied to spectrally analyzed data.
There are other, more detailed, techniques which can be applied
to spectrally analyzed data and will be described later.

Even though the basic techniques such as RMSE can be applied
to spectrally analyzed data the formulation of these para-

meters becomes much more complex (Arpe et. al 1976).

Spectral analysis can also be applied in the more
traditional sense with respect to time series analysis. This
would apply to the analysis of a forecast and analysis time
series, say, of temperature at a particular location. Spectral
analysis could then be used to locate differences in period
and/or amplitude of the two series thus indicating forecast

errors.

3.2.2 Quasi Lagrangian analysis
The application of guasi Laagrangian diagnostics
to model verification has become more common (Downey and
Johnson, 1978, Wash and Johnson, 1977). This method utilizes
a conical shell around a cyclone or anticyclone which moves
with the system. This allows computations and studies of

budgets of mass, energy and momentum. The exact formulation

is quite complex and the reader is referred to Johnson and




Downey (1975) for a detailed description of the technique.
However the method is quite useful for representing data in

a form where the interactions between a synoptic scale system
and the larger scale environment can be analyzed for model

simulations and compared to the actual situation.

3.2.3 Quasi Geostrophic Analysis

A further type of analysis available for detailed
descriptions of model accuracy is the use of the concepts of
quasi geostrophic theory (Holton, 1972). This analysis is
applied to various models by Houghton and Irvine (1976).
Representation of data in terms of the omega eguation and
tendency equations (Holton, 1972) allow investigations into the
processes which govern the evolution and development of
synoptic scale features. Application of the omeaga egquation
allows the evaluation of such parameters as; vertical
motion, increase with height of pcsitive or negative vorticity
advection and thermal advection. The tendency equation
evaluates the gecpotential tendency, vorticity advection

and the decrease with height of thermal advection.

IWe have now described three types of analysis
which can be used to represent basic model and verifying
analyses data fields in such a way as to allow a detailed
examination of the physical and dynamical differences between
the model and actual atmosphere. Spectral and quasi Lagrangian
analyzed data can be used to examine budgets of specific
guantities such as energy parameters. Quasi geostrcphic
analysis is a more self contained process in that this
method provides specific quantities (defined by the omega
and tendency equations) while spectral analysis, for instance,
can be applied to many types of data fields as a tool for

other techniqgues.

3.2.4 Regression Techniques

Similar to the RMSE and correlation coefficient

regression analysis does not always lend itself to easy or

my o 8 e - ee————— e i
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straight forward interpretation. 1In a regression type veri-

fication there are two basic cases (figure 3.14). Case A
is the case of a perfect relation between model prediction
and observation (0). This case is the line P=0. Case B is
the inperfect relationship between P and O shown by the

equation

O = A+BP.
In terms of case B two guestions should be asked (Brier, 1975);

i) Can this line be used for calibration?

ii) Is this result useful in other areas?

In order to evaluate the regression scheme one must evaluate

the ways errors can creep into a model. Brier (1276) has

shown that the regression coefficient, B, is drawn away from

the perfect case by the variance of error cocmponents associated
with the model, M,and initialization, I, when the predicted

value has the following formulation
Predicted value = true prediction + M + I.
It is necessary to identify the terms M and I
in order to successfully evaluate and interpret the regression
results. This is the main disadvantage to the use of regression

in model verification.,

3.2.5 Pattern Recognition

The technigue of pattern recognition as applicable
to model verification has been described by Somerville (1977)

and is summarized here. This technigue involves three steps:
i) Representation of input data;:

ii) Extracting features;

iii1) Assigning patterns,
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CRSE A CERSE B

Figure 3.14 Two cases of a regression verification scherme:

Case A - Perfect model

Case B - McCel is not perfect
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Input data of forecast, F, and analysis, A fields
can be arranged in matrix form where rows, j, represent the

spatial variation of the data field and the columns, n,

represent the temporal variation of the forecasts and analysis.

grid points

Where DOj =

o]

1>

Ajl ..n....

Anl

Fogw - initial conditicns

~ forecast at time 1

Fan - forecast at time n
3969 (63x63)
1
AO0j| - initial conditions

Anj

- verifying analysis at
time n

A difference field is defined as

I

g

~ initial fields are
identical

.

0 represents a perfect initialization

50




wq...A.Jw‘ﬂ
w
, ,

NMC
AL
o

Hovmoller diagram used for Pattern Recognition

OBSERVED

. 500 mb GEOPOILNTIAL— Q0N
as defined by Somerville (1977).

(from Somerville, 1977)

i

[}
o6

Figure 3.15




Somerville describes the feature extraction
phase in terms of a Hovmdller diagram shown in figure 3.16.
Defining the feature as the trough and ridge lines, figure
3.16 represents a schematic diagram of a feature matrix, M,
for the analysis field. Once the feature matrix is obtained
specific properties can be extracted. 1In this case Somerville
extracts ridge and trough lines not present during initiali-
zation (figure 3.17). This pattern matrix for the analysis
field, As, can be compared to other pattern matrices derived
from the various forecast fields, Fq. This type of comparison
can show the following:

i) Features in A  only, represent those not forecast;
ii) Features in Fs only, represent those fore-
cast but not observed;
iii) Features in both A  and Fg provide information
on the time of entry into the forecast, ampli-
tude of the wave and speed of the wave.

This technique provides a very comprehensive look
at particular features of model forecasts and verifying analyses.
The application discussed by Somerville and summarized here
seems to have a great deal of utility in providing information
on phase and amplitude errors of long waves and how these
errors depend on time.

A variation of the pattern recognition techniques
discussed here has been discribed by Holl and Cuming (1979) with
respect to the FNOC model and analyses. Measures of Synoptic
€imilarity (MOSS) differs from Somerville's concept in that
an objective measure is produced which represents the cCegree
of similarity between data fields. Data fields are broken up
into the following ranges of scale:

i) SD - describing propagating cyclones .and anti-
cyclones;
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Figure 3.16 Schematic representation of the sparse matrix

used to identify the ridges (R) and troughs (T)
in figure 3.15. (from Somerville, 19277)

Figure 3.17 Schematic representation of the string matrix
consisting of features not present in the
initial conditions (from Somerville, 1977)
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ii) SL - describing the various centers of action
(e.g. semipermanent highs and lows, lcng
wave patterns); {

iii) SV - describing the planetary vortex scale,

|
Objective measures are obtained for the three rances %
of scale and the 1000MB, S00MB and 1000MB - 500MB thickness '
fields. The measures are based on bit coding values of gradients
and grid point values of the respective fields. The final
value is obtained by comparing the number of matching bits,
coded for the respective fields being compared.
This method is useful for providing an objective
measure of similarity between forecast and verifying analysis.

However a large number of samples would be needed to enable an -

objective interpretation of the resulting measures. This would
be accomplished as a data base is built.

The two methods of pattern recognition described
here each have distinct advantages for specific applica*icns.
The Somerville method seems applicable to spectrally analyzed
data and less complicated than the method described by Holl and
Curing. However the latter method provides an objective
measure while the former is more subjective {(although para-
meters such as RMSE and o can be incorporated into the process).

3.2.6 Diagnostic Studies

Diagnostic Studies are guite useful for comparing
various higher order parareters of the mcdel and real atmcsphere.
This techniqgue is commonly applied to the energetics of the
atmcsphere. The main advantage is that this type of analysis
will often reveal rore subtle differences in the heicht and
wind field than a more sirmple analysis. The main disadvantece
to the analysis is the vertical velocity is often required
to evaluate parameters such as the ceneraticn or dissipation
of energy. Values of vertical velocity arc usually readily aveil-
able in model simulatiors, howcver, the ability to attain this

parameter in the actual atmhephere is poorly defined. This prevents
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Gegrece of significance from being attached to values computcd
from the vertical velocity (Pearce, 1974).
The following energy parameters are commonly

used in diagnostic stuvdies applicable to model verification:

i) Zonal available potential energy, AZ;
ii) Eddy available potential enerqgy, LE;
iii) Zonal kinetic energy, KZ;
iv) Eddy kinetic energy, KE;
v) Conversion of AZ to RAE, C(AZ,RE);
vi) Conversion of KE to X2, C(KE,KZ).

These values can also be calculated ucing spectrally &nalyzed

éata (~rpe, et. al.,1976). Formulation of these parareters

are straight forward and are cdescribed by Lorenz (1967).
Budget eguaticns can be found eas folleocws (for

the eddy terms);

¢RE - _ C(KE,KZ) + C(RE,KE) - D(KE)
at

SAE = C(RZ,BE) - C(RE,KE) + G(AE).

at

Ecwever these values are “crcorndent vpon the vertical velocity.

Ficure 3.18 shcws cbserved and forecist kirnetic
enercy for a verificaticn stucdy concducted by Ward et.al., (1877).
This figure illustrates the vsefulness of this type of analysis
in identifying the time varietion and error in such parareters
as the jet stream.

Diagncstic studies @re 2lso used in cornecticn with
guasi lagrangian aenalysis as r nticned above. Wash and Johns=on
(1977,1979) used guasi Lagrarcian cdiagrcstics to examine the
budgets of rmass and enrnguler merentum in rodel and actual
cycloric syvstems. Fioure 3,19 illustrates this type of study

for mocel verification.
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Figure 3.18
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Diagrnostic studies can be very helpful in high- g
lighting differences between forecasts and verifying analyses. i
Budget studies of diagnostic quantities, requiring the use ?i
of vertical velocity are not as reliable as examining the
spatial variation of a single parameter. A drawback of the E
quasi Lagrangian analysis is that the vertical velocity is
required for calculations. Often a comprehensive diagnostic
study of energy or other parameters can indicate errors within
more simple or lower order model parameters which might not
have been evident using a simple RMSE, o, or difference field.
The diagnostic study is probably the most complete detailed
analysis that can be applied to a situation or region for
model verification.

3.3 Specific Technigques I

All of the techniques described under the basic

and detailed classes have been applied many times to mid latitude i
syhoptic scale features present in rnumerical model forecasts. A
HowevBt Bvaluations of a model's performance in the tropics ;
,i&_ﬁbﬁ 4% simple. For instance, use of an RMSE, o or difference i
_valpe for evaluating a model's performance in the tropical

Yegions 18 almost totally useless. The small natural vari-

ability in parameters such as height and temperature constrain

ahy Values of RMSE or ¢ td no meaningful and statistically

Valid ihterprétation.

Yerification of a model's forecast in the tropical

Tedlivhs i% Bett accOmplished by verifying certain events

And/or lakce Scale procestes which are clearly defined within

‘tHe redivh or Whith 1i%k the mid@ latitude and tropical circu-

1atiohe. Examples of such events and/or processes are the

hondoon circulation, location and intensity of the subtropical

§bt stream and theé position of the Inter Tropical Convercence

Zone (ITCZ). The monsoon is an event where the nontropical

circulation can dominate or force the more tropical circu-

lation therefore ailoWihg ‘the traditional verification schemes

to be used (Payne, 1979). i
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Figure 3.19

(Top) vertical profiles of eddy mode of angular momentun trans-
port (1015 kg Mz/secJ Model predictions were made with the
NMC LFM model. Observed and forecast times are marked.

The cyclone is positioned over the midwestern United States.

A. 0000 GMT 9 Oct.
B. 1200 GMT 9 Oct.

(Middle) Profiles of azumuthally-averaged inward mass trans-
port (1010 kg/sec)., (lower) Comparision of isotach patterns
(M/sec) for observed (A) and 12 hr prediction by 0812 LFM (B),
(from Wash and Johnson, 1979)




The position of the subtropical jet can be iden-
tified readily in model fields where "data" is available at all
positions for all times, however postioning of this jet can
be difficult in the actual atmosphere where observations are
sparse.

Verification of the ITCZ can be attained by use
of satellite imagery however this is often difficult to resolve

Pattern recognition is also useful in identifying the 17TCZ.

3.4 Summar

The most commonly used methods used in model
verification have been outlined in this section. Methods were
discussed under the context of the basic and detailed analysis
described in Section 2.

Basic techniques are largely statistical in design
and are primarily used to provide a quick general comparison
between a model forecast and verifying analysis. The most
important point to remember when using these techniques is
that often important interpretations are applied to results
obtained with these techniques without considering points
such as sample size or the natural variability within the field
which affect the statistical validity of the results.

Detailed techniques discussed here require more
computing time and evaluction than the more basic techniques.
Kowever they provide more insight into the physics of discrep-
encies between model forecasts and verifying analyses. The
most useful results can be obtained when the two types of
techniques (basic and detailed) are applied in such a way as
to complirent each other. This will provide a very compre-

hensive look at numerical model accuracy and quality.

3.4.1 Advantages, Disadvantages of techniques

We can summarize the various technigues and
measures in terms of the advantages and disadvantages of

their use.
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3.4.1.1

Basic Technigues

i)

and

ii)

MSE

Advantages - The MSE is a very simple and
inexpensive to compute. It is also applicable
to a large number of parameters and model
types. This type of measure is currently

used at FNOC for the evaluation of the existing

operational forecast model.

Disadvantages - The MSE should be evaluated in
connection with the o of the data field. The

nature of the MSE dictates that it is very

sensitive to the variance within the domain of
the data field. It is necessary that the

data be normalized or the score regionalized
before a great deal of emphasis is placed

upon the interpretation of the MSE value.

The MSE is insensitive to errors in the motion

intensity of the synoptic scale features.

Correlation

Advantages - Like the MSE value, the correlation
coefficient is very easy and inexpensive to
compute. It is also applicable to a large
number of parameters. A current software
package at FNOC is capable of evaluating the

correlation value for input data fields.

Disadvantages - It is very difficult to make

objective statements concerning the significance
of the correlation measure. There is a method
which can evaluate a hypothesis test concerning
the significance of a correlation value however
it is not commonly used. Large data samples are
necessary in order to objectively evaluate the

significance of a correlation value.
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iii)

Brier Score

Advantages - The Brier score is easily computed.
This score is applicable to products derived from

nunerical forecasts.

Disadvantages - The Brier score is mainly intended

for measuring the accuracy of probabilistic
forecasts. It is not widely applicable to

verification of numerically produced forecasts.

Difference Fields

Advantages - The difference field is straight
forward to compute and plot using existing
software products at FNOC. A number of particu-
lar difference fields are already computed

at FNOC. The difference field is useful in
displaying discrepencies between intensity and

position of synoptic scale features.

Disadvantages ~ It is often necessary tc make

an objective statement regarding which areas
are significantly different between two fields.
This is necessary to determine which areas are
different in terms of the signal of the field
rather than observing differences in the noise
of the two fields. This regquires evaluating
the "t" statistic at the individual grid

points giving a field of "t" contours which
actually indicate the significant differences
between two fields. This is a simple procedure
in terms of computation but requires a data
base in order to give a valid number of degrees
of freedom for evaluating the confidence level

of the "t" statistic.
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v)

vi)

Hovmdller diagrams

Advantages - The Hovmoller diagram is useful
for indicating various phase differences

in synoptic scale features between forecast
and analysis. Depending upon the type of
diagram, amplitudes may also be indicated in
the graph. Diagrams indicating phase errors
between trough and ridge lines are capable
of being produced using existing software
package at FNOC. This package is capable of
displaying the graph in the spectral domain.

Disadvantages - Interpretation of a Hovmoller

diagram is not always straightforward.
Interpretation can be made easier by differ-
encing diagrams representing forecast and veri-
fying analysis respectively. Arranging a dia-
gram which shows ridge and trough lines for
analysis and forecast together will make

interpretation easier.

Meridional cross sections

Advantages - Meridional cross sections are
capable of displaying discrepencies in large
scale atmospheric features. Cross sections
of the wind component will enable one to
verify positions of the jet streams for in-

stance.

Disadvantages - Meridional cross sections are

mainly used for general circulation models
which frequently are used for simulating large
scale climate rather than procducing operational

synoptic scale forecasts.




Interpretation of individual cross sections
may be hard to interpret, as mentioned in
connection with the Hovmoller diagram,
Combining information on respective forecast
and verifying analyses cross sections in terms

of difference will aid interpretation.

S1 Score

Advantages - The S1 score is easily computed
from grid point data. This measure is cur-

rently is use at FNOC for evaluation of the

current operational forecast model. The S1

score is very useful in verifying the winds

of a forecast and analysis field.

Disadvantages - The Sl score is very sensitive

to any data field smoothing or filtering
taking place within the model and analysis
framework. A complete understanding of the
smoothing is nececssary before any great deal

of significance is placed upon Sl score results.

Threat score

Advantages - The threat score can have a great
deal of utility with respect to representing
results of verification methods in a very
simple manner. The threat score is easily
computed and can also be used to verify
events which are not explicitly forecast by
the numerical model but whose forecast is dc-
pendent upon the numerical prognosis of other
fields (e.g. visibility, ceiling)

The threat score has :reat utility
in expressing results of Jdetailed, say, budget
studies of energy parameters when the results
are arranged in an appropriate manner. This

will provide a simple measure which may bhe
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3.4.1.2

ix)

easily interpreted and represents a more complex
analysis which is not always easily understood.

Disadvantages - It is not always possible to

make an objective statement concerning the
significance of a threat score value. The
threat score value will be very dependent

upon each individual case or study.

Contingency table related measures
Advantages - As discussed above in reference
to the Threat score contingency tables have
great utility for representing more detailed
analysis results in a straight forward
and concise manner. Post agreement and pre-
figurance can attach a simple measure which
is easily interpreted to an analysis which
originally is gquite complex and detailed.
Tabulation of these measures are straight-
forward and inexpensive in terms of compu-

tation time and use of resources.

Disadvantages - It is often difficult to assign

an objective degree of confidence to values
of post agreement and prefigurance. The chi-
squared test can be applied to the contin-
gency table, however it is necessary to have
an adequate sample in order to insure an
acceptable number of degrees of freedom
necessary for a valid application of the chi-

squared test.

Detailed Techniques

i) Spectral analysis

Advantages - Spectral analysis is extremely
useful for analyzing the different wave modes

of synoptic scale features. The capability




ii)

iiv)

of spectrally analyzing data already exists
in a current software package at FNOC.

Spectrally analyzed data can be further in-

vestigated using many basic techniques.

Disadvantages - The analysis of spectral data,

using other basic techniques (e.g. MSE,
correlation) is subject to problems of
interpretation as described with respect to

the technigques mentioned above.

Quasi Lagrangian analysis
Advantages ~ Quasi Lagrangian aralysis is an *
extremely useful method for examining the inter-
action of synoptic scale features with the
larger scale atmospheric environment. This

type of analysis can provide a great deal

of insight into the physical mechanisms of

the model.

Disadvantages - Quasi Lagrangian analysis is

a very complex procedure and would require
a development period before it could be im-
plemented at FNOC.

Interpretation of quasi Lagrangian analysis
results could be quite involved. It is necessary
to try and arrange results in a manner which
would enable the assignment of simple measures
(e.g. threat score) to aid in the interpretation

of the analysis.

Quasi Geostrophic Analysis

Advantages - Quasi Geostrophic analysis is use-

ful for examining parameters which are important

for the physical development of synoptic scale

features.




iv)

v)
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Disadvantages - Like quasi Lagrangian ana-

lysis, quasi geostrophic analysis is quite
complex and would involve some development
before it can be implemented at FNOC.

Regression Techniques

Advantages - Regression analysis can statisti-
cally relate various physical parameters to
synoptic scale features. It is useful for
examining the difference in these relationships
between forecast and analysis parameters

respectively.

Disadvantages - It is often difficult to

assign any statistical confidence to regression
results. Regression is most often used in
numerical weather forecasting as an adjust-
ment to forecasts based upon statistically

measured relationships.

Pattern Recognition

a) MOSs

Advantages - The MOSS technique of pattern
recognition provides a measure which
represents the degree of similarity between
two data fields. This method discriminates
between the different wave modes (e.g. long
waves, short waves through a simple and
straightforward method. This procedure is
currently in use at FNOC for evaluation of the

existing forecast model.

Disadvantages ~ It is difficult to attach any

objective degree of confidence to the MOSS
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derived scores. This leads to possible am-

biguity in the interpretation of the MOSS score.

b b) Pattern Recognition of Somerville (1977)
! Advantages - This form of pattern recognition

is useful for further analysis of spectral data.
Results of this type of pattern recognition can
easily be arranged in a schematic diagram which

. can be easily and quickly diagnosed.

Disadvantages - This form of pattern recognition

is not currently in use at FNOC and would thus

. require a period of development.

vi) Diagnostic Studies

Advantages - Diagnostic studies are very useful

l for analyzing the physical parameters of synop-
tic scale features in the atmosphere. This

type of analysis can supply a comprehensive view
of a model's performance with respect to many
types of parameters for many types of atmos-

pheric systems.

Disadvantages ~ Diagnostic studies often re-

quire data which is not easily attained in

the actual atmosphere. The results of these
studies are not easily interpreted. The results
can be arranged, however, in a format which
could be re-analyzed in terms of a threat score
or contingency table, thus enabling a gquick and
easy interpretation. Diagnostic studies are

not routinely conducted at FNOC and would re- :
quire a period of development
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3.4.2 Conclusions

The most important feature to consider in eval-

vating the utility of various techniques is the ability to

; ' : interpret the analysis results in a timely and accurate fash-
ion. The more basic techniques can easily be interpreted

{ directly from the actual analysis. Other, more detailed

i techniques often require a re-analysis of the output which

? would ready the results for a timely interpretation. For
instance, a budget study of energy parameters could be out-

; put in a time/space plot, allowing an evaluation of a type

' of threat score which would tell the viewer certain charac-

teristics of the relative accuracy of the forecast. This type

| of output preparation and the cost, in terms of resources #

used and time spent, will be the main feature which will govern 5

the utility of certain verification methods.

B N v
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4.0 SYNOPTIC SCALE VARIABLE USED FOR MONEL VERIFICATION
An ideal system capable of detecting systematic

errors in a numerical model would be one which could incorporate
a number of techniques having enough utility to be applied to
the least possible amount of data fields and yet provide a
comprehensive examination of a model forecast. In Section 3

we described a number of methods which have this type of
utility. We can now concentrate on the data which could be
used. Based upon various studies of model performances at
various weather centers (Miyakoda et.al., 1972; Arpe et.al.,
1976; Fawcett, 1969) we can recommend that the following
variables be used for verifying a model simulation.

Also based upon these same studies we can recommend
that the variables and techniques can be applied to the
following levels;

i) 1000 mb;

ii) 850 mb;
iii) 700 mb;
iv) 500 mb;
v) 200 mb;
vi) 100 mb;
The number of levels could be reduced at a later

time.

4.1 Basic Analysis

The primary model parameter used in conjunction
with the more basic technigues described in Section 3 would
be the height field.

The height field can be analyzed for the above
mentioned pressure furfaces. These levels provide information
for the lower, middle and upper levels of the atmosphere, all
of which play important roles in synoptic scale features.
However analyses of height in the tropics would not be adeguate
due to the low variability there.

The height field is used with most of the basic

methods described above. As an example, the application of
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the Hovmoller diagram to the height field is useful for de-

tecting trough and ridge positions.

The temperature field is also a useful tool for
evaluating a model's performance. Temperature fields can be
utilized, for instance, in latitude-height plots which can
be particularly useful when examining the energetics of a
model in a more detailed study.

Wind data is an important parameter to verify
in a basic analysis. The parameter would be of interest to
the FNOC product users due to the importance of wind in
connection with wave conditions. Wind fields are also a
better measure for evaluation in the tropics than height or
temperature.

Another variable commonly used for model verifi-
cation but which may be of less importance to FNOC users is
precipitation. Variables such as precipitation, cloudiness,
wind gusts, etc., which are produced by the model and ray be

used by a meteorologist as a basis for their own forecast can

be a useful verification tool. These types of parameters

are less important than height, wind or temperature, however

they are easily verified using methods described in Section 3.
All of the variables mentioned here are availabhle

at the above mentioned levels. Also variables such as heicht,

temperature and wind have great utility (e.g. deriving thick-

ness from height or jet stream position from wind) ani can te

used to highlight many features of a numerical m~del.

4.2 Detailed Analysis
The parameters of height, temperature and w

are vital to a detailed analysis. Spectral technigues car . &
applied to all three variables. These variables arc al«
necessary for the computation of quasi Lagrangian tuadio te
and quasi 7eostrophic quantities.
Vertical velocity is also neceded for a detar’.

analysis, Vertical velocity is available directly fr.n -

derived fields (omega) or can be calculated using other ¢, .




A comparison of the two velocity fields might show interesting
features (Pearce, 1974).

Defining energy parameters as Lorenz (1967),
requires the parameters of wind, temperature and.height.

Vertical velocity is needed to compute generation of dissipation

terms. -
The purpose of some detailed techniques being to

use higher order parameters for diagnosing model performance

can be accomplished with the four above mentioned data fields.

Other techniques such as pattern recognition and regression

analysis which do not necessarily require higher order terms

can also use these variables.

4.3 Summary
The following variables can be used to verify a

model forecast at the above mentioned levels;

i) Height;
ii) Wind;

iii) Temperature;

iv) Vertical velocity.

These variables are the basic atmospheric parameters relevent
for synoptic scale processes. Many other parameters and
features can be derived from thse four variables. Therefore
it 1s not necessary to save a lot of unneceded data which can
e guite costly and wasteful. Also all of these parameters
i1e readily available within the model system. Howecver while
hei1aht, tcemperature and wind are easily attained with a
reasrnable degree of accuracy, vertical velocity is not

«as1ly attainable in the actual atmosphere.
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5.0 COST ESTIMATION

We can estimate the cost of implementing a pro-
cedure which would identify systematic errors in a numerical
model by summarizing the impacts upon the present computer
and software organization at FNOC plus the computational and
plotting cost defined in terms of computer usage. The irpacts
made by a new system upon an existing system are often in-
tangible in that it is very difficult to assign a represen-
tative dollar value on such items. The objectives of this
section is to outline what impacts would be made through the
implementation of such a system as described in Section 2. Zny
assignment of a dollar value on such irpacts would not have
much meaning.

Corputer costs, in terms of time needed for spe-
cific calculationg or the cgeneration of certain plots are

rmore tangible and easily linked to a specific dollar value.

5.1 Impact Summary

A summary of impacts made by the procedure described
in Section 2 upon the existing opecraticnal system at FNOC can

be divided into the following categories:

i) Equipment impact;

ii) Software impacts;
iii) Organizational impacts;
iv) Operational impacts;

v) Developmental impacts.

5.1.1 Equipment impacts
The system described in this report would have a

minimal impact upon the existing equipment at FNOC. The types
of enalyses and computations necessary for the system are
straight forward and would not.recuire specialized eguiprent
or equipment configuration. However, the eguipment used will
determine such parameters as the timing of the system,
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Equipment nceded, besides a computer mainfrare
and data storage devices, are the VARIAN plotter and the Naval
Envircnmental Data Network (NEDN). The NEDN component of l

1 the FNOC system would be used to provide the FNOC users with
verification information necessary for the improvement of

their products as described in Section 2. ¢

5.1.2 Software impacts 2

The necessary software (programs and code),
3 intended for the implementation of the system described in :
Section 2 will utilize existing software components (e.qg.

libraries, data hbases) on the FNOC system, :

The major software impact is in providing for the
storage of cdata, needed for verification, which are not
i currently stored. This will reguire modifications to the i{
software which chooses the data stored beyond the normal ]
retention period within the FNOC data Lbase. Jf

5.1.3 Organizational Irpacts

The system descrited in this report will reguire

AR it e A i LA
2 RPN Ty

some organizational interaction. The basic analysis is de-

signed to provide objective measures which can be revieved
by organizations with a vital need for specific inforration and/
or a quality control organization at FNOC which could interact

with vsers who have special proktlems or requests. This type

AP LA L A T e

of organizational irpact is nececssary for the improverent of

the nunerical product ., which is the purpcse of the system.
The detailed aralysis is desicned for interpre-

tation and review by a central organization familiar with

the physical cetails of the respective operaticnal model.
Impacts upon the organizational system at FNOC

L would be in the form of assigning personnel certain responsi-

bilities in terms of the interpretation of the verificatiocon

measures and analyses. Added responsibilities may be placed
upon specific orcanizations who must interpret results or

interact with certain users mcre than currcntly practiced.
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5.1.4 Operational Impacts

The operational environment at FNOC will be impacted
when the verification system is run on a routine basis. As
described in Section 2, it is recommended that the basic
analysis be run routinely in conjunction with the operational
model. As stressed above, the timeliness of the output for
the basic analysis is an important component of the system.

This impacts the operational environment in that the basic
analysis should be scheduled to run as soon as the necessary
numerical generated fields are available.

Another major impact is that the ope-ational center
will be required to interact with the user in terms of feedback
regarding the possibility of a detailed analysis or the storage -
of different data.

The operational environment will be impacted by
the necessity to store more data in a timely fashion. It may
be that data needed to verify an important parareter is not
stored routinely so the operational center wculd be reguired
to provide for the storage of the necessary data.

A final irpact is made by the restrictions that
the output be produced under time constraints and made
readily available for interpretation. This is an important
component necessary for a successful operation. Specific
printed and plotted output will be required in a timely fashion
with respect to the operation of the numerical model.

5.1.5 Developmental Impacts

Prior to the implementation of the methods for
determining systematic errors in a numerical model, impacts will
be made upon other FNOC system users due to the use of equip-
ment and data fieids necessary for the testing and evaluation
of the scftware. Necessary data will need to be stored and
made available for testing. The development of software
which would save data not presently archived will impact the
operation of the altered data bases.
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A limited impact upon the NEDN system will be
made in order to develop the capabilities to distribute cer-

tain results to certain users.

5.1.6 Conclusion

The above discussions suggests that the greatest
impact caused by the implementation of a system designed to
identify systematic errors in a numerical model will be made
upon certain organizations and the operational environment.
The organizational impact is caused by the importance of the
interpretation and user feedback components of the system. The
operational impacts are primarily caused by the constraints
that the cnalysis needs to be performed in a timely manner with
respect to the operational model; more data may need to be
stored than is saved under the present system and output may
need to be distributed to specific users (e.g. Fleet Weather
Certrals). These are important components of the system,
necessary for a successful operation, however these impacts are

quite intangible in terms of assigning a dollar value cost.

5.2 Computer Resources

We can make a rough estimate of the computer re-
sources necessary for various types of calculations and plots
by using estimates made from current existing software packages
which perform similar analyses. &All times would be represen-
tative of a CDC 6500 system,

5.2.1 Basic Analysis Resources

The basic analysis involves three main corpcrents:
i) Data acquisition;

ii) 2nalysis;

iii) Output.
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The data acquisition componer.t will need to
access ZRANDIO data bases for specific data fields. The amount
of time necessary to accomplish this depends upon the struc-

! ture of the data, the disk activity and the number of data
bases needed. These factors will always vary, making and
estimate of resources needed virtually impossible tc make.

The analysis section will evaluate ncn-spectral
verification measures and comparisons. These types of cal-
culations and comparisons are straight forward and require
a small amount of resources. Usually proyrams can be written
which require small amounts of storage and no extended core
storage (ECS). A similar type program which evaluates
measures such as RMSE requires 2 cp seconds per comparison -
per FNOC data field.

] The output section will be mainly dominated by the

—

plotting requirements., Existing programs which can generate
fields for Hovroller plots using spectral data requires 14 cp
seconds per latitude per level. 1In order to generate the
actual plots a larger program requiring 110,000 octal words of
central memory (CM) and 50,C00 octal words of ECS is required.
This routine requires 30 cp seconds to generate a plot which
represents 10 days of data. The generation of these type of
plots can be resource consuming, hcwever they are not re-
guired to run very often. This would keep c¢.:ts low. It is
important that the system have the flexibility to limit un-
wanted more costly components.,

Summarizing, we see that the input and output

components of the basic analysis are the more costly components
of the system. The analysis is straight forward and runs very
fast on the computer. It would be possible to perform the
basic measures within a few seconds of CP time. The more plots
required, the more resources will be required for output.
rifference fields are easily computed and contour plots using
«».s*ing VARIAN plotter software reguire 30 cp seconds per

e 7 ard4 150,000 octal words of FCS as a minimum. Therefore

~r and contour plots can use large amounts of resources.
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The resource usage of the basic analysis is totally
dependent upon input data used and the number of plotted
outputs desired.

5.2.2 Detailed Analysis Resources

As discussed in the previous section the nurber
of input fields and plotted displays required greatly dominate
the amount of resources needed. Howvever the analysis compcrent
for the mcre detailed investigaticn often requires corplex cal-
culations requiring rore storage and time., For exarple we
can estimate, based on existing routires needed to perform
the calculations , that approximately 5-10 cp seconds would
be required to convert the grid point data to a spectral repre-
sentation using the standard 63 x 63 FNOC field. This would
also regquire usage of ECS. An existing program which evaluates
spectral evaluations of the RMSE, correlation and energy
components requires 5 ceconds per calculation and no ECS.
l7e can estimate the resocurces necessary to plot contours of
these guantites using the existing VARIEZN software ard
similar existing -~rograms. Fach spectral calculation requiring
a contour plot requires 150 cp seconds to execute and 47,000
octal words are needed to plot. Therefore a spectral energetics
analysis would require approximately 150 seconds and 47,000
octal words of ECS per calculatiocn, cbtaining a 63 x 63 con-

toured field.
Quasi geostrcphic analysis and regression ana-

lysis recquire less tirme than neceded for a spectral analvsis,
The former two analyses involve straight forward nurerical
and statistical calculations. An evaluaticon of the quasi
geostrophic equations would require less than half the time
needed for a spectral analysis.

Quasi Lagrangian techniques are more corplicated
computationally than either quasi geostrophic or regression
analysis. Therefore these type of calculations would re-
guire about the same amount of resources described in

connection with the spectral analysis.
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Pattern recognition techniques as described by
Holl and Cuming (1979) for the MOSS system requires approx-

imately 50 seconds per input field pair.

We can summarize by saying that techriques such
as spectral analysis and energetic calculations and quasi
Lagrangian techniques will require on the order of 100-200
cp seconds to evaluate parameters and make necessary plots.
Other techniques such as pattern recognition, guasi gecstrophic
analysis and regression analysis generally reguire less than

100 seconds to operate.

5.3 Development Resources

i

Development resources pertain to the arount of
time needed to develop, test and evaluate the software

components of the system., Fortunately most ‘echniques des-

cribed in connection with model verification are widely uvsed
and many routines and "tocls" exist which make develocprent
easier,

The develcopment of the basic analysis would be
straight forward. ‘cst calculations are easily prograrmed
and tested. PNore difficult tasks would involve the develcopment
of the input data and output plots, plus the interaction with

the necessary system components needed to provide users with
the nececssary information., However once necegsary irnput
routines are developed they can be used for both the tasic
and detailed znalyses.
Deperding upon the availability of neces:ary
data and equipment, a realistic estimate of the time nceded
to develop and test a basic analysis would be 1-2 man/months.
Input and plotting packages developed for the hasic
analysis covld be applied to the detailed analyses. Fovever
the detailed znalysis would be complicated to program. For-
tunately many spectral routines exist and calculation of nurerical

eqguivalent of the guasi geostrophic quantites are straight for-
ward. Also there are many regression packaaes availakle. The
ceveloprent, testing and evaluation of a cetailed analysis sys-

tem cculd be estimated at requiring 4-5 rar,/1onths to ccrplete.
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5.4 Cost Summary

We can summarize the cost estimation of a sys-
tem for identifying systematic errors in numerical models as
follows.

In terms of intangible cost measured as impacts
upon existing procedures we suggest that this type of system
would impact the operational and organizational components
of the FNOC system most. Operational impacts would be caused by
the inclusion of the system into the operational job stream
and constraints upon the system for timely and special pur-
pose runs and ocutput. Impacts upon the organizations would
be made by requiring personnel to be assigned for interpre-
tation of results and interacting with users.

Resource costs are dependent upon the amount of
data required to perform the analyses and the amount of plotted
output required. The easiest way to keep resource costs low is
to restrict the amount of costly plots to those needed only. The
analysis portion for the basic investication requires very
little resources, however the detailed analysis requires much

more resources and development time than the basic analysis.
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6.0 CONCLUSIONS AND SUGGESTIONS FOR FURTHER STUDY

Within this report we have described a plan which
could be implemented to identify systematic errors in a
numerical model. We have also described a number of techniques
which can be used within the plan. The purpose of this study
was not to say what techniques or plan design chould be used.
However we can draw a number of important conclusions which can
be used as guidelines for a decision to implement methods to
identify systematic errors in a numerical model.

The constraints of timely and concise output is
essential for identifying errors in numerical forecasts for
the purpose of improving the product. This is necessary for
avoiding the generation of an unorcanized set of statistics
which can not be interpreted in any relevent fashion. It
would be very easy to generate large set of measures for a large
set of variables but only a few would actually indicate a
possible error. )

It is necessary to identify which model parameters
will be analyzed to detect errors in numerical forecasts. This
prevents saving and storing too much data which is very
costly in terms of resource usage for storage space and ac-
cessing time for input into the analysis section.

The most important point to emphasize in the de-
sign of any system which would identify errors in numerical
model forecasts is the importance of the interpretation of
results, This is connected with the importance of feedback
from the organization or organizations interpreting aspects
of the verification results to the group performing the anlysis
and monitoring the development of the numerical model.

It is also very important to insure the statistical
validity with respect to using various techniques and assigning
an interpretation to the results. It has been emphasized within
the discussion of the basic analysis and techniques applicable

o
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to it, that many statistical methods are relatively simple to
compute however more often than not steps are not taken which
insure the validity of the results. This applies, for instance,
to using small sample sizes and trying to attach a significant
degree of reliability to results. Another application is the
interpretation of global scores without accounting for regional
biases. Before any specific statistical measures or technigues
are applied to mocdel verification one should determine

whether the criteria for properly interpreting the results can
be met. This can involve, for example, building a cdata base

which spans a specific period of tire.

It may also be necessary to determine whether
certain errors in numerical models are truly systematic and
not just smoothed fields of rapidly varying, random errors.

It is necessary to determine the time scale of errors so that

tire periods used for analyzing whether systematic errors

exist are truly representing systematic errors. For instance
analyzing daily data may be inconclusive because errors are
varying rapidly wrile a average of number of days may smooth

the rapidly varying error corpcnents enabling the systematiec error
to be analyzed.

This report ‘has suggested a generalized and
flexible software plan which could be applied to identify
systeratic errors in numerical forecasts. The plan is applicable
to different types of models and can be altered to operate in
different modes. Therefore those organizations more fariliar
with certain errors or error patterns can govern the analyvsis
more carefully,

A nunber of techniques applicable for use within
the plan have been defined in terms of advantages and dis-
advantages.,

An estimate of possible impacts upon the existing
operational environment at FNOC plus the usage of resources
needed by a system has been made.
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This type of plan, for identifying errors, in a
numerical forecast is best suited to provide the flexibility
and interpretation needed to sufficiently analyze a fore-

i cast for the intended purpose of improving the FNOC product.

) 6.1 Summary

The following table is designed to summarize

5 the techniques discussed in this report in terms of their
utility in identifying systematic errors in the operational

' numerical model used at FNOC. The categories used to evaluate

the techniques are described as follows;

i) Existance - This is checked if there is a
current software package at FNOC which im-

plements this technique;

ii) Interpretation - This is checked if the results
of a particular technigue can be interpreted
in a quick, easy and straight forward manner.
A check, followed by a minus (-) indicates that,

for a particular technique (mainly graphical)

minor post analysis is needed. An example is

the need to evaluate a "t" statistic contour

field with respect to a difference field which

would indicate significantly varying areas;

iii) Timeliness - This is checked if the results of
the analysis can be obtained in a timely
manner in an operational environment such as

that existing at FNOC;

iv) Complex Program - This is checked if the particu-

lar technique reguires extensive and complex

computer programs to operate;




v) Cost - This is checked if the particular |
technique is costly in terms of computer re- ‘

source usage;

vi) Merit - This box is checked if the particular

technique is widely applicable to a number of
! variables and applications for the identifica-
| tion of systematic errors in numerical fore-

casts.

Recommendations for the inclusion or exclusion
of a particular technique, capable of identifying systematic
errors in a numerical forecast model can only be made after all

the above factors are evaluated with respect to a particular

system or user need.
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Appendix A

The following is a brief summary of the basic
characteristics of the models used in this report to illustrate
verification techniques examined in the text. These models
were studied in previously conducted verification studies

(Arpe et.al.,1976; Baumhefner and Downey, 1978; Daley, 1976}.

;j

HORIZONTAL VERTICAL VERTICAL
MODEL RESOLUTION RESOLUTION COORDINATE
NCAR 2.5 degrees 4 layers Z
GISS 4x5 degrees 7 layers sigma
f NMC 4 degrees 3 layers sicma
UCLA 450 Km 6 layers sigma
t
! GFDL~N24 420 Km 9 layers sicma
GFDL~N48 210 Km 9 layers sigma
SPECTRAL MODELS
VERTICAL VERTICAL
MODEL RESOLUTION TRUNCATION CCORDINATE
CMC Variable Rhomboidal sigma
(5 layers (variable
used in the truncation
case shown point)
in this
report)
GFDL 9 levels Rhomboidal sigma
at 30 waves
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